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Conventional video production fixes the viewpoint to Conventional video production fixes the viewpoint to 
 one of the cameras that capture the scene one of the cameras that capture the scene



2

Weaknesses of existing solutionWeaknesses of existing solution

Main issues: Restricted camera coverage (cameras on the same side, outside the scene)

Non-smooth transitions between fixed cameras.
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What is free viewpoint rendering ?What is free viewpoint rendering ?
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The concept of FVR is born with the Matrix movieThe concept of FVR is born with the Matrix movie
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It works perfectly, so what do you do at work ?It works perfectly, so what do you do at work ?
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The making-of : from Matrix to matrix...The making-of : from Matrix to matrix...

• 120 precisely mounted and synchronized cameras 

• Hundreds of man-hours to make the transition smoother [1]

How to automatically render a virtual view ?How to automatically render a virtual view ?
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The 3D scene must be known to render a virtual viewThe 3D scene must be known to render a virtual view

• A virtual view is a projection of the 3D scene onto an image

What if the 3D of the scene is not fixed ?What if the 3D of the scene is not fixed ?
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The 3D of the scene can be MEASURED (1)The 3D of the scene can be MEASURED (1)

...

Infrared camera Specific time-of-flight 
camera

Depth range

$

Limited depth rangeLimited depth range
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The 3D of the scene can be MEASURED (2)The 3D of the scene can be MEASURED (2)

P : converging point

C : object Closer projects to the 
outside of P

F : object Further projects to the 
inside of P
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The 3D of the scene can be COMPUTED by mimicing The 3D of the scene can be COMPUTED by mimicing 
the human visionthe human vision

P

C

P P. .C C.

P : converging point       C : object Closer projects to the outside of P
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A (pin-hole) camera projects the rays of light on the A (pin-hole) camera projects the rays of light on the 
image planeimage plane

The projection matrices (P1 and P2) are determined by camera 
calibration [2]
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By determinating pixel correspondences, the 3D By determinating pixel correspondences, the 3D 
scene can be reconstructed by triangulationscene can be reconstructed by triangulation

P1  and P2  are the pseudo-inverses of P1 and P2 [3]+ +
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This reconstructed 3D scene can be projected on the This reconstructed 3D scene can be projected on the 
virtual viewvirtual view

P  = K   [R   | T  ] is obtained by “linear interpolation” of the parameters 
of the reference cameras [4]

vv v v
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Finding pixel correspondences is a computationally Finding pixel correspondences is a computationally 
expensive processexpensive process

• Reproject the image planes onto the common plane parallel 
to the line between the optical centers [5]

Reduction to a 1D matching problemReduction to a 1D matching problem
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An example of epipolar lines rectificationAn example of epipolar lines rectification
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A good tool to create panoramasA good tool to create panoramas
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Find pixel correspondences : last step, but not Find pixel correspondences : last step, but not 
least !least !

● Local methods (block matching : SAD, NCC, census [6], 
AD-census [7], etc.) : slide a window along the right 
scanline and compare contents with the reference window

● Non-local methods (graph-cuts [8], dynamic programming 
[9], belief-propagation [10], etc.) : based on uniquess, 
ordering and smoothness

Scanline

Left image Right image
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Computing the depth from the disparityComputing the depth from the disparity

● The difference in position between the corresponding 
pixels in two images is called disparity
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In summaryIn summary

Left view

Right view

Disparity map Virtual view
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Take part in the competition (more than 140 Take part in the competition (more than 140 
competitors from now) [11]!competitors from now) [11]!
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Virtual view synthesis is not as simple when the Virtual view synthesis is not as simple when the 
cameras are far away from each others (1)cameras are far away from each others (1)

● Large occlusions make the part-to-part correspondences impossible
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Virtual view synthesis is not as simple when the Virtual view synthesis is not as simple when the 
cameras are far away from each others (2)cameras are far away from each others (2)

● The ordering constraint (used in non-local methods) does not hold 
anymore 
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Virtual view synthesis is not as simple when the Virtual view synthesis is not as simple when the 
cameras are far away from each others (3)cameras are far away from each others (3)

● The matching with fixed-size windows fails because of foreshortening 

Reconstruct explicitly the 3D model of the sceneReconstruct explicitly the 3D model of the scene

==

Model-based renderingModel-based rendering
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Manually select corresponding features...Manually select corresponding features...
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...and define a polygonal model [3]...and define a polygonal model [3]
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Correct the 3D model thanks to the epipolar Correct the 3D model thanks to the epipolar 
geometry (geometry (bundle adjustment [12]bundle adjustment [12]))
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And finally add the textures (And finally add the textures (texture wrappingtexture wrapping))
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Cross your fingers for a good model (1)Cross your fingers for a good model (1)
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Cross your fingers for a good model (2)Cross your fingers for a good model (2)
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Comparison between image-based rendering and Comparison between image-based rendering and 
model-based renderingmodel-based rendering

Image-based rendering

● Slow (pixel matching) 

● Not suitable for large baseline

● Automatic (variable 3D model)

Model-based rendering

● Fast (precomputed 3D model)

● Suitable for large baseline

● Manual (fixed 3D model)

Any rivalry between image-based proponents and Any rivalry between image-based proponents and 
model-based proponents is non-sense, because model-based proponents is non-sense, because 

they are COMPLEMENTARY methods they are COMPLEMENTARY methods 
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A good exampleA good example



32

ConclusionConclusion

● Free viewpoint rendering enables to virtually navigate across a  
  scene

● The 3D of the scene must be reconstructed, in such a way to     
  project it onto the virtual view

● Two types of methods are used for 3D reconstruction : image-   
  based rendering and model-based rendering.

● The constant war between their proponents is non-sense,          
   because they are complementary methods

● Perspective : regularization of image-based rendering with an    
  (learnt) a priori of the projection of the 3D model
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Thank you very much for your attention...

Questions?






